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AN INTEGRAL STRONG LAW OF 
LARGE NUMBERS FOR PROCESSES 
WITH INDEPENDENT INCREMENTS 

BY 

HOWARD G. TUCKER* AND A. LARRY WRIGHT 

ABSTRACT 

For a stochastically continuous stochastic process with independent increments 
over D[0, T], let N(t, e) be the number of sample function jumps that occur 
in the interval [0, t] of sizes less than - e  or greater than e, where e >0. 
Let M(t,e)=EN(t,e), and assume M( t ,0+)=~  for 0<t=<T. If 
lim, ~o(M(t,e)/M(T,e)) exists and is positive for each t E (0, T], then 
lim, ~o(N(t, e)/M(T, e)) = 1 for all t • (0, T] with probability one. 

A n  integral s trong law of large numbers  for stochastically cont inuous  proces- 

ses with independent  increments  is obta ined  here.  In brief, consider  the process 

as a measure  over  D [0, T], and let N(t, e) deno te  the number  of  sample function 

jumps during [0, t] for which the absolute values of  their sizes are greater  than 

e > 0. Let  M(t, e) = EN(t, e), and assume that M(t, 0 + ) = ~ for all t E (0, T]. 

Then it will be shown that t hep robab i l i t y  that lime + 0 (N(t, e)/M(t, e )) = 1 for all 

t E ( 0 ,  T] is one  if lim~o(M(t,e)/M(T,e)) exists and is positive for each 

t ~ (0, TI. 
Let us first establish some nota t ion and definitions needed  here  for stochasti- 

cally cont inuous  stochastic processes with independent  increments.  Let 

{X( t ) ,0_ -  < t _-< T} deno te  such a process defined over  D[0 ,  T], the space of all 

real-valued funct ions over  [0, T] which are cont inuous  f rom the right and have 

limits f rom the left at each t E [0, T],  and assume T < o0. At  each t E [0, T], the 

distribution function of X(t) is known to be infinitely divisible with center ing 

funct ion y( t ) ,  variance of  Gaussian c o m p o n e n t  cr2(t), and with L6vy spectral 

measure  M,( .  ). For  a fixed Borel  set A whose closure does not contain 0, M,(A ) 
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is finite and is continuous and non-decreasing in t; it is known to be the 

expectation of the number of jumps of a sample function that occur during [0, t] 

and whose sizes are in A. Associated with such a process is a measure ~ defined 

over the Borei subsets of the time-jump space, 

by 

O = [0, TI • (R'\{0}) 

/z ((s, t] • (a, b]) = M, ((a, bl)- M, ((a, b]), 

where 0 < a < b or a < b < 0. Also associated with the process is a family of 

random variables, {v(A):A is a Borel subset of 0 whose closure and the line 

x ---0 are disjoint}, defined as follows: for os E D[0, T], v(A)(aJ) denotes the 

number of "time-jumps" of the sample function oJ that are in A, i.e., the number 

of points (s,x) in A which satisfy the equation o s ( s ) - ~ o ( s -  0)=  x. For each 

such A, v(A) is known to have a Poisson distribution with E v ( A ) =  #z(A). In 

addition, if {A~} is a family of disjoint Borel sets in | whose closures are disjoint 

from the line x =0 ,  then {v(A~)} are independent random variables. Our 

purpose is to prove the following theorem. 

THEOREM. If (i) M(t, 0 + ) = o o  for t > 0 ,  and ( i i ) l im, io(M(t,e)/M(T,e)) 
exists and is positive for all t E (0, T], then 

] (1) P | l i m .  , . = l ] : o r a l l t E ( o , r ]  =1. L~iOM(t,e) 

The second hypothesis always holds for processes with stationary independent 

increments, in which case the limit is the uniform distribution function over 

[0, T]. However, (ii) does not necessarily hold for all stochastically continuous 

processes with independent increments, and examples are easily constructed of 

such processes for which (ii) does not hold. It does hold for a wide class of such 

processes, the limit always being a distribution function over [0, T]. (It should be 

noted that a distribution function so obtained need not be continuous, and there 

exist examples of processes where such limiting distribution functions are not 

continuous.) We now prove the theorem. 

We first show, whether or not (ii) holds, that 

r, N(t, e) ] 
(2) P / i i m ~ = l  =1 .  

L~oM(t ,~)  J 

Accordingly, let ~ = eo > e, > e2 > --- be such that E, ,~ 0 and M(t, e,)>0. For 

n = 1, 2 , . . . ,  let us define A,  Ct9 by 
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A. ={(s,x)~O:O<=s <-t,e. <=x < ~.-,}. 

Noting that {v(A,)} are independent random variables with Poisson distribu- 

tions with expectations {/x (A~)}, we have 

M(t, e,)  = var N(t, e . )  = ~ var v(A,). 
i = l  

We shall now use a special case of a strong law of large numbers due to V. V. 

Petrov (which can be found in [1]) which states: If {X.} is a sequence of 

independent random variables with finite variances and such that E var (X.)  = ~, 

then (S.-ES.)/Var(S.)---~O a.s., where S . = X ~ +  . . .  +X. .  In our case, 

N(t, e.) = S. and M(t, e.)  = ES.  = Var S., and thus 

N(t, e.) 
(3) limM(t, e . ) =  1 a.s. 

In order to prove (2) we must show that (3) holds over the same set of probability 

one for all sequences e. ~ 0. We do this in two special cases which we then 

combine to give the general case. 

Case (i). Suppose that, for fixed t, M(t, e) as a function of e > 0 is a step 

function with denumerably many jumps, each of size not less than one. Let {e,} 

be the points at which these jumps occur. There  is no positive limit point of {e.}, 

and we may assume e, $ 0. Let A be the set of probability one over which (3) 

occurs, and let 6, ~0 be arbitrary. It is easy to see that the sequence 

{N(t, 6. )/M(t, 6,)} is a subsequence of {N(t, e.)/M(t, e.)} but possibly including a 

finite number of repetitions of any term. Thus the new sequence based on {6.} 

converges over A to the same limit. 

Case (ii). Now suppose that for fixed t E (0, T] and as a function of e > 0, 

M(t, e ) has no discontinuities of size in [1, o0), and use the fact that M(t, 0 + ) = oo. 
In this case we may select e ' , ~0  so that O<M(t,e ' ,+O-M(t,e ')<-I for 

n = 0 , 1 , 2 , . - . .  Let A be an event of probability one over which 

N(t, e'.)/M(t, e ' . ) ~  1 as n ~o0.  Now let e, ~ 0 be arbitrarily selected (but with 

e~ < e~). For n = 1 , 2 , . . . ,  define k, such that e~. > e, > e~,.+~. Then, over 1~, 

N(t,e~.). M(t ,e~ . )  < N ( t , e . )  < N(t ,e~.+, ) .M(t ,e~.+ 0 
M(t,e~,) M(t,e'k,+,)=M(t,e.)=M(t,e~,,+,) M(t,e'~.)" 

By the manner in which {e'} and A were selected, it follows that 

N(t, e.)/M(t, e,,)---~ 1 as n ----~ ~ over A. 
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Case (iii). In the general case, we need only consider an M(T, e) which, as a 

function of e > 0, has infinitely many jumps of size not less than one at some 

e ' ~ 0 .  We may write M(t ,e )= M,(t,e)+M2(t,e),  where Mdt, e) is a step 

function having only those jumps of M(t, e) whose sizes are ->_ 1. Let N2(t, e) 
denote  the number of jumps of the process during [0, t] whose sizes are in {e "v e, 

n = 1 ,2 , - . . } ,  and let N l ( t , e ) = N ( t , e ) - N f f t ,  e). Then by cases (i) and (ii) 

above, 

i N,(t,e) 
mM,(t ,e)  = 1, i =  1,2, 

over an event A of probability one. Thus, (2) follows by noting that one can 

write 

N~(t, e ) e) + S2(t, e ) 
N( t ,e )=M~(t ,e )  M~(t' M2(t,e) M2(t'e) 
M(t, e) M,(t, e)+ M2(t, e) 

We now prove (1). Let F(t) denote the limit in hypothesis (ii), and let 

f~ = D[0,  T] be our probability space. For each t E (0, T], denote 

L - ,  , r  ] 
S, =//imNtT, e3= F(t) . 

By (2) and hypothesis (ii), S, is measurable, and P ( S , ) =  1. Let D be any 

countable, dense subset of [0, T] that includes all points at which F is not 

continuous, and set A = N {S, : t ~ D}. Now let t E [0, T]\D. Then F is continu- 

ous at t, and so, given any ~ > 0, there exists a 3 > 0 such that if I t - u I < 8 and 

u E [0, T], then I F ( t ) -  F(u)l < 77. Let 0 _-< u < t < v _--- T be such that t - u < 8, 

v - t < 8 ,  u ~ D  and v ~ D .  Since 

N(u, e) < N(t, e) < N(v, e) 
N(T, ~)= N(T, e)~ N(T, e) 

everywhere over fl, it follows that 

- -  N ( t ,  e )  
F ( t ) -  ~l =< lim N(T, e l<= F(t ) + TI 

for all co E A, i.e., over A 

lira N(t, e) = F(t). 
~,, N(T, ~) 

Thus, over A, lim~ u,(N(t, e )/M(t, e )) = 1 for all t E (0, T]. Q.E.D. 
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